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1 Workloads

1.1 Workload Exceptions

1.1.1 What Do I Do If an Image Can't Be Pulled from SWR
During Workload Creation?

Symptom
The following information is displayed when a workload is created in a CCE
Autopilot cluster:

Failed to pull image "swr.cn-north-**.myhuaweicloud.com/**/nginx:latest": rpc error: code = Unknown desc = 
failed to pull and unpack image "swr.cn-north-7.myhuaweicloud.com/**/nginx:latest": failed to resolve 
reference "swr.cn-north-7.myhuaweicloud.com/**/nginx/latest": failed to do request: Head "https://swr.cn-
north-**.myhuaweicloud.com/v2/**/nginx/manifests/latest": dial tcp 100.79.**.**:443: i/o timeout

Fault Location
The error information indicates that the SWR image cannot be pulled during
workload creation. Check whether the VPC endpoints for accessing OBS and SWR
are running properly.

Solution
Create VPC endpoints for accessing OBS and SWR.

1.1.2 What Do I Do If a Public Image Can't Be Pulled During
Workload Creation?

Symptom
The following information is displayed when a workload is created in a CCE
Autopilot cluster:

Failed to pull image "100.125.**.**:32334/**/nginx:1.0": rpcerror: code =DeadlineExceeded desc = failed to 
pull and unpack image "100.125.**.**:32334/**/nginx:1.0": failed to resolve reference "100.125.**.**:32334/**/
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nginx:1.0": failed to do request Head: Head "https://100.125.**.**:32334/v2/**/nginx/manifests/1.0": dial tcp 
100.125.**.**:32334: i/o timeout

Fault Location

When the CCE Autopilot cluster pulls the image from the public network, the NAT
gateway cannot access the public network because there is no route destined for
the NAT gateway in the route table of the subnet.

Solution

Add the route destined for 0.0.0.0/0 over the NAT gateway in the default route
table or custom route table of the subnet.

Step 1 Log in to the CCE console and click the cluster name to access the cluster console.

Step 2 In the navigation pane, choose Overview. In the Networking Configuration area,
view the cluster subnet.

Step 3 Switch to the Network Console. In the navigation pane, choose Virtual Private
Cloud > Subnets. Locate the subnet by name and click the route table name.

Step 4 On the Summary tab, check whether a route to the NAT gateway exists.

If no, manually add a route. Click Add Route.

● Destination: Set this parameter to 0.0.0.0/0, which means any IP address.

● Next Hop Type: Select NAT gateway.

● Next Hop: Select the NAT gateway configured for the subnet.

Click OK.

----End
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1.1.3 What Do I Do If "Cluster pod max limit exceeded" Is
Displayed for a Workload?

Symptom
The following error occurs when a workload is created:

Cluster pod max limit exceeded(x)

Fault Location
This indicates that the maximum number of pods in the cluster is reached and no
more pods can be created. x indicates the maximum of pods allowed in the
cluster. The default value is 500.

Solution
Plan the number of pods in the cluster appropriately.

NO TE

The add-on pods installed in the cluster occupy the pod quota. Plan the pod quota properly.
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2 Network Management

2.1 How Do I Configure Security Group Rules for a
Cluster?

When a CCE Autopilot cluster is created, two security groups are automatically
created, one for master nodes, and the other for elastic network interfaces (ENIs).
The security group for master nodes is named in the format of {Cluster name}-
cce-control-{Random ID}, and that for ENIs is in the format of {Cluster name}-cce-
eni-{Random ID}.

You can modify the security group rules on the VPC console as required. (Log in to
the management console, choose Service List > Networking > Virtual Private
Cloud. On the page displayed, choose Access Control > Security Groups in the
navigation pane, locate the target security groups, and modify their rules.)

NO TICE

● Modifying or deleting default rules in a security group may affect cluster
running. If you need to modify security group rules, do not modify the rules of
the port that CCE running depends on.

● When adding a security group rule, ensure that this rule does not conflict
with the existing rules. If there is a conflict, existing rules may become invalid,
affecting cluster running.

Security Group for Master Nodes
The security group automatically created for master nodes is named {Cluster
name}-cce-control-{Random ID}. Table 2-1 lists the default ports in the security
group.
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Table 2-1 Default ports in the security group of the master nodes

Direct
ion

Port Source Description Modifia
ble

Modification
Suggestion

Inbou
nd

All IP addresses
of this
security group

Allow traffic from
all IP addresses in
this security group

No None

Outbo
und

All All IP
addresses:
0.0.0.0/0
or ::/0

Allow traffic on all
ports by default.

No None

 

Security Group for ENIs
When a CCE Autopilot cluster is created, a security group named {Cluster name}-
cce-eni-{Random ID} is automatically created for ENIs. By default, pods in the
cluster are associated with this security group. Table 2-2 lists the default ports in
the security group.

Table 2-2 Default ports in the security group for ENIs

Direct
ion

Port Source Description Modifia
ble

Modification
Suggestion

Inbou
nd

All IP addresses
of this
security group

Allow traffic from
all IP addresses in
this security group

No None

CIDR block of
the master
nodes

Allow the master
nodes to access
kubelet on each
worker node, for
example, by
running kubectl
exec {Pod}.

No None
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Direct
ion

Port Source Description Modifia
ble

Modification
Suggestion

Outbo
und

All All IP
addresses:
0.0.0.0/0
or ::/0

Allow traffic on
all ports by
default.

Yes If you want to
harden security
by allowing
traffic over
specific ports,
you can modify
the rule to
allow these
ports. For
details, see
Hardening
Outbound
Rules for the
Security Group
of ENIs.

 

Hardening Outbound Rules for the Security Group of ENIs

By default, all ENI security groups created by CCE Autopilot allow all outbound
traffic. You are advised to retain this configuration. If you want to harden security
by allowing traffic over specific ports, configure the ports listed in the following
table.

Table 2-3 Minimum scope for outbound rules in an ENI security group

Port Allowed CIDR
Block

Description

All IP addresses
of this security
group

Allow mutual access within the security group so
containers can communicate with each other.

TCP port
5443

VPC CIDR
block

Allow access from kube-apiserver, which provides
lifecycle management for Kubernetes resources.

TCP port
443

100.125.0.0/16 Access the OBS port or SWR port to pull images.

UDP port
53

100.125.0.0/16 Allow traffic over the port for DNS resolution.

TCP port
443

VPC CIDR
block

Pull the images through the SWR endpoint.

All 198.19.128.0/1
7

Allow worker nodes to access the VPC Endpoint
(VPCEP) service.

TCP port
9443

VPC CIDR
block

Allow the network add-ons of the worker nodes
to access master nodes.
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